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Abstract- The main goal of optimal design of single 
phase induction motors with permanent capacitor is 
maximization of the efficiency and minimizing the 
manufacturing cost. Mathematical classic methods can be 
used for design of these motors but they need to 
linearization and simplification in model and formulas. 
This linearization is caused that design precision 
decreases while random search methods such as genetic 
algorithm (GA) and advanced particle swarm 
optimization (APSO) do not need to model linearization. 
Regarding the fact that random search methods can be 
used for design and optimization processes with relative 
high precision, in this study, APSO algorithm is used for 
designing single-phase induction motor with permanent 
capacitor. The objective function is motor efficiency. The 
results evaluation reveals that the motor design by APSO 
algorithm is caused that the efficiency increases in 
comparison with classic methods and GA. 
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I. INTRODUCTION  
The single-phase induction motors with permanent 

capacitor like other types of induction machines play 
important role in extension of welfare. For an equal rated 
output power, these motors are bigger and more 
expensive than three-phase induction ones. Low machine 
noise, soft operation and high reliability are their most 
important advantages [1]. 

Practically, experimental methods are usually used for 
design of the single-phase induction motors. In other 
words, geometrical dimensions of machine and windings, 
form of winding distribution, capacitor value and amount 
of materials which are used for manufacturing the main 
core of motor are obtained from relative experimental 
formulas. Then regarding this data, efficiency, power 
factor, manufacturing cost, starting and break-down 
torque, motor slip and starting current are calculated. 
Although these calculated values are usually acceptable 
but they are not optimal. Therefore, other methods such 
as mathematical classic [2] and random search methods 
can be used for obtaining the better and optimal solutions. 

Using the classic methods without linearization of 
model is not possible. This linearization is caused that 

design precision decreases while random search methods 
such as genetic algorithm (GA) [3-5] and advanced 
particle swarm optimization (APSO) algorithm [6] do not 
require the linearization and can be used simply for 
optimizing the non-linear equations with respectively 
high precision. 

Until now, much research has been done on the fields 
of design [7] optimization of efficiency [7, 8] and torque 
[9] of single-phase induction motors. In Ref. [7], single-
phase induction motor has been designed for obtaining 
maximum efficiency using mathematical classic methods. 
Authors in [8], proposes a semiconductor device called 
triac for maximizing the efficiency of single-phase 
induction motor with permanent capacitor. But using this 
device is caused harmonic in main-phase winding. In [9], 
maximum torque of a single-phase induction motor has 
been calculated using a controlled capacitor.  

Regarding the high precision and speed convergence 
of random search methods particularly APSO algorithm 
in optimization processes [6], in this study, a single-phase 
induction motor with permanent capacitor is designed in 
order to obtain the maximum efficiency using advanced 
particle swarm optimization. PSO is a novel population 
based metaheuristic, which utilize the swarm intelligence 
generated by the cooperation and competition between 
the particle in a swarm and has emerged as a useful tool 
for engineering optimization. Unlike the other heuristic 
techniques, it has a flexible and well-balanced 
mechanism to enhance the global and local exploration 
abilities. Also, it suffices to specify the objective function 
and to place finite bounds on the optimized parameters. 
The results show that efficiency obtained by advanced 
PSO algorithm is more than one obtained by 
mathematical classic methods and GA. Moreover, it can 
be seen that speed convergence of proposed method is 
more than GA. 

This paper is organized as follows: The mathematical 
model of single-phase induction motor with permanent 
capacitor is represented in section 2. Sections 3 and 4 
describe completely the advanced particle swarm 
optimization algorithm and solution method of the problem 
respectively. Finally, simulation results are given in section 
5 and conclusion is represented in section 6. 
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II. MATHEMATICAL MODEL OF SINGLE PHASE 
INDUCTION MOTOR 

The mathematical model is described by following 
equations (1) to (10): 
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where, ma TTa /=  and: 
L: Stator core length.  
h1: Main-phase winding height.  
h2: Auxiliary-phase winding height. 
ws: Stator slot width.  
Smi: Number of conductors of main-phase winding in ith 
slot. 
Sai: Number of conductors of auxiliary-phase winding in 
ith slot. 
Z: Total number of conductors of windings. 
Kwm: Winding factor of the auxiliary-phase winding.  
Di: Stator bore diameter. 
P: Number of poles. 
Lg: Air gap length.    
ρ: Copper resistivity. 
D1m: Wire diameter of main-phase winding. 
Tm: Number of turns in series of main-phase winding. 
D1a: Wire diameter of auxiliary-phase winding. 
Ta: Number of turns in series of auxiliary-phase winding.  
α: Pole pitch. 
Nm: Number of conductors of main-phase winding. 
Lb: Length of one conductor of rotor.  
Ab: Cross section of one conductor of rotor. 
Nb: Number of conductors of rotor. 
Ae: End average area of one turn of stator windings. 
Dm: End average diameter of one turn of stator windings. 
S: Motor slip. 

Leakage reactance of main and auxiliary-phase 
winding, magnetizing reactance, resistance of main and 
auxiliary-phase winding and resistance of rotor that has 
been moved to stator main-phase winding are calculated 
from (1), (2), (3), (7), (8) and (9), respectively. (10) to 
(14) describe reactance of capacitor, impedance of main 
and auxiliary-phase winding, and the forward and 
backward rotating components of the equivalent circuit’s 
impedance respectively. Also, the forward and backward 
rotating components of the voltage and current in the 
main and auxiliary-phase winding, the current in main 
and auxiliary-phase winding, line current, power factor, 
output and input powers, and finally efficiency are 
defined as (18) to (29). 

 
III. ADVANCED PSO ALGORITHM 

Particle swarm optimization algorithm, which is 
tailored for optimizing difficult numerical functions and 
based on metaphor of human social interaction, is capable 
of mimicking the ability of human societies to process 
knowledge [11]. It has roots in two main component 
methodologies: artificial life (such as bird flocking, fish 
schooling and swarming); and, evolutionary computation. 
Its key concept is that potential solutions are flown 
through hyperspace and are accelerated towards better or 
more optimum solutions. Its paradigm can be 
implemented in simple form of computer codes and is 
computationally inexpensive in terms of both memory 
requirements and speed. It lies somewhere in between 
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evolutionary programming and the genetic algorithms. As 
in evolutionary computation paradigms, the concept of 
fitness is employed and candidate solutions to the 
problem are termed particles or sometimes individuals, 
each of which adjusts its flying based on the flying 
experiences of both itself and its companion. It keeps 
track of its coordinates in hyperspace which are 
associated with its previous best fitness solution, and also 
of its counterpart corresponding to the overall best value 
acquired thus far by any other particle in the population. 
Vectors are taken as presentation of particles since most 
optimization problems are convenient for such variable 
presentations.  

In fact, the fundamental principles of swarm 
intelligence are adaptability, diverse response, proximity, 
quality, and stability. It is adaptive corresponding to the 
change of the best group value. The allocation of 
responses between the individual and group values 
ensures a diversity of response. The higher dimensional 
space calculations of the PSO concept are performed over 
a series of time steps. The population is responding to the 
quality factors of the previous best individual values and 
the previous best group values. The principle of stability 
is adhered to since the population changes its state if and 
only if the best group value changes. As it is reported in 
[12], this optimization technique can be used to solve 
many of the same kinds of problems as GA [13, 14, 15] 
and does not suffer from some of GAs difficulties. It has 
also been found to be robust in solving problem featuring 
non-linearing, non-differentiability and high-
dimensionality. PSO is the search method to improve the 
speed of convergence and find the global optimum value 
of fitness function. 

PSO starts with a population of random solutions 
‘‘particles’’ in a D-dimension space. The ith particle is 
represented by Xi = (xi1,xi2, . . . ,xiD). Each particle keeps 
track of its coordinates in hyperspace, which are 
associated with the fittest solution it has achieved so far. 
The value of the fitness for particle i (pbest) is also stored 
as Pi = (pi1, pi2, . . . ,piD). The global version of the PSO 
keeps track of the overall best value (gbest), and its 
location, obtained thus far by any particle in the 
population. PSO consists of, at each step, changing the 
velocity of each particle toward its pbest and gbest 
according to (30). The velocity of particle i is represented 
as Vi= (vi1, vi2. . . viD). Acceleration is weighted by a 
random term, with separate random numbers being 
generated for acceleration toward pbest and gbest. The 
position of the ith particle is then updated according to 
(31) [11], [12]. 

))(())(()()1( 2211 txPrctxPrctvwtv idgdidididid −+−+×=+  (30) 

)1()()1( ++=+ tcvtxtx ididid  (31) 

Where, Pid and Pgd are pbest and gbest. Several 
modifications have been proposed in the literature to 
improve the PSO algorithm speed and convergence 
toward the global minimum. One modification is to 
introduce a local-oriented paradigm (lbest) with different 
neighborhoods. It is concluded that gbest version 
performs best in terms of median number of iterations to 

converge. However, pbest version with neighborhoods of 
two is most resistant to local minima. The results of past 
experiments about PSO show that ω was not considered 
at an early stage of PSO algorithm. However, ω affects 
the iteration number to find an optimal solution. If the 
value of ω is low, the convergence will be fast, but the 
solution will fall into the local minimum. On the other 
hand, if the value will increase, the iteration number will 
also increase and therefore the convergence will be slow. 
Usually, for running the PSO algorithm, value of inertia 
weight is adjusted in training process. It was shown that 
PSO algorithm is further improved via using a time 
decreasing inertia weight, which leads to a reduction in 
the number of iterations [16]. 

In (30), term of ))((11 txPrc idid −  represents the 
individual movement and term of ))((22 txPrc idgd −  
represents the social behavior in finding the global best 
solution. High searching speed is essential in determining 
the proper parameters when much iteration is involved. 
Therefore, several methods have been proposed to 
improve the PSO algorithm speed and convergence 
toward the global minimum until now. One method to use 
is the advanced PSO algorithm. This technique can 
improve PSO performance by putting the adaptively 
changing terms. These changing terms are caused that the 
parameters of the original PSO algorithm can change 
according to the convergence rate which is presented by 
the fitness. Thus, the original PSO is changed like this: 
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Where, rand is the random value between 0 and 1. r1 
can influence the movement of the second term 
(individual term) as a weight factor. In early searching 
stage, the difference of between pbest and gbest are the 
fitness values at the best position of between pbest and Pi 
is relatively bigger than that in the last stage. 
Accordingly, the value of )1(

i

id

P
P

− , is also bigger than 

that in the last stage. As an individual particle approaches 
near the individual best position, the movement of 
individual particle becomes gradually slow. So we can 
expect faster convergence than the original. r2 has an 
effect on the movement of the third term (group). 
Likewise, it is interpreted as follows: 

iidgd PPP ≤≤  (33) 
Because gbest is supposed as optimal and lowest 

value in entire particles' fitness values, (30) can be 
derived. (31) can be easily derived from (30). If the 
particles converge to the optimal value, pbest and Pi will 
have the same value, gbest. Therefore, the replaced 

)1(
i

id

P
P

− and )1(
i

gd

P
P

−  will become zero, so that the 

second and third terms will move slowly. It can derive the 
fast searching. Figure 1 shows the flowchart of the 
advanced PSO algorithm. 
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Figure 1. APSO algorithm operating process 
 

IV. OBJECTIVE FUNCTION OF THE PROBLEM 
The goal is design of single-phase induction motor 

with permanent capacitor to obtain the maximum motor 
efficiency. Therefore, objective function of the 
optimization problem is defined as follows: 

in

out

P
PF ==η  (34) 

Several restrictions have to be modeled in a 
mathematical representation to ensure that the 
mathematical solutions are in line with the design 
requirements. These constraints are as follows: 
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Where, ( )θcos , Tsn, Tbn and Isn are power factor, 
starting torque to rated torque ratio, break-down torque to 
rated torque ratio and starting current to rated current 
ratio respectively. 

First, an initial population is constructed randomly 
and then with respect to initial position and velocity of its 
particles, equations (1) to (29) are calculated. But since 
motor slip (S) is unknown, all these equations are 
obtained versus S. Accordingly, output power and 
subsequent the efficiency is written as follows: 

)(SgPout =  ⇒    )(Sf=η  (36) 

 

V. RESULTS AND DISCUSSION 
Case study is single-phase induction motor with 

permanent capacitor which its characteristics are 
mentioned in [2] and [7]. A GA based method and the 
proposed algorithm (APSO) are applied to the case study 
and the results are given in Tables 1 and 2. Also, obtained 
values for problem constrains are listed in Table 3. 

 
Table 1. Design parameters calculated by GA 

Value Parameter 
0.13 mStator bore diameter (Di) 

0.0945 mLength of one conductor of rotor (Lb) 

0.0019 m Wire diameter of main-phase 
winding (D1m)

0.0019 m Wire diameter of auxiliary-phase 
winding (D1a)

0.0062 mDiameter of conductor of rotor 
0.0126 mRotor slot height

0.0001FCapacitor value (C)

44Number of slots of rotor 
0.0003 mAir gap length (Lg)

0.9080 Efficiency (η) 

 
Table 2. Design parameters calculated by APSO 

Value Parameter 
0.1268 mStator bore diameter (Di) 
0.861 mLength of one conductor of rotor (Lb) 

0.00227 m Wire diameter of main-phase 
winding (D1m)

0.00227 m Wire diameter of auxiliary-phase 
winding (D1a)

0.0074 mDiameter of conductor of rotor 
0.01214 mRotor slot height

0.00012 FCapacitor value (C)

44Number of slots of rotor 
0.00225 mAir gap length (Lg)

0.918 Efficiency (η) 

 
Table 3. Calculated constrains by APSO  

Value Parameter Value Parameter 
1.23 Tbn 0.9878 Cos(θ)

2.27 Isn 1.15Tsn 

 
By comparing between Tables 1 and 2, and results of 

reference [7], it can be seen that the calculated efficiency 
by APSO algorithm is more than both classic method and 
GA. Also, from convergence speed point of view, APSO 
is better than GA. Because proposed algorithm (APSO) 
converges to optimal solution after 350 iterations while 
the number of iterations of GA for convergence is 1200. 
Thus, the APSO algorithm by selecting the new velocity 
and position of particles based on previous best position 
of each particle and the group can improve the motor 
efficiency in comparison with classic methods and GA. 

 

New velocities and positions of the particles 
for calculating the next fitness function value 
are calculated according to (30) and (31). 

End 

Objective function is calculated. 

Generate the randomly positions and 
velocities of particles. 

Start 

Define the objective function and 
select related variables of APSO.

Is end condition 
satisfied? 

No 

Yes 

Pid , Pgd, and ω are determined. 

r1 and r2 are obtained from (32). 
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VI. CONCLUSIONS 
In this paper, single-phase induction motor with 

permanent capacitor is designed using particle swarm 
optimization algorithm. Results evaluation reveals that 
using advanced particle swarm optimization algorithm for 
design of single-phase induction motor with permanent 
capacitor is caused that the machine efficiency increases 
in comparison with mathematical classic methods and 
genetic algorithm. Also, it can be said that convergence 
speed of advanced PSO algorithm is more than GA 
method. The reason is that this algorithm uses previous 
best position of each particle and the group to select the 
new velocity and position of particles. 
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