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Abstract- In the system planning, control and 
management of power distribution companies the long 
term peak load demand projections has an important role. 
In general, the load forecasting is performed by studying 
the past events. Long term forecasting of future peak load 
demand is very important for the economic and secure 
operation of power systems. In this study the long term 
peak load forecasting is performed for the city of Kutahya 
with the least squares regression based methods and 
artificial neural networks (ANN) using the load, 
temperature and population growth data from 2000 to 
2008. The results attained are validated with the real data 
obtained from the Turkish Electricity Distribution 
Corporation (TEDAS) which represents the monthly peak 
load electric consumption in Kutahya, Turkey. By 
comparing the forecasted results with the real data the 
most suitable method is proposed.   
 
Keywords: Load Forecasting, Least Squares Regression, 
Artificial Neural Networks. 
 

I. INTRODUCTION 
Load forecasting is of the most difficult problems in 

distribution system planning and analysis. However, not 
only historical load data of a distribution system play a 
very important role on peak load forecasting, but also the 
impacts of meteorological and demographic factors must 
be taken into consideration [1, 2]. For planning, 
management and effective operation of electric power 
systems, load forecasting should be accomplished over a 
broad spectrum of time intervals [3]. Load forecasting 
methods are distinguished on the basis of forecasting 
periods. In general, the required load forecasting can be 
categorized into short, medium and long term forecasts. 
Short term forecasting (half hour to one week ahead) 
represents a great saving potential for economic and 
secure operation of power systems.  

Medium term forecasting (one day to several months) 
deals with the scheduling of fuel supplies and 
maintenance operations, and long term forecasting (more 
than a year ahead) is useful for planning operations [1-3]. 
Majority of the electric load forecasting methods are 
dedicated to short term forecasting and relatively less 
work has been done on long or medium term load 

forecasting. To date no specific methodology has been 
developed by which projections regarding anticipated 
electricity consumption can be made accurately specially 
over a long-term time frame [4, 5]. 

Generally, load forecasting methods are mainly 
classified into two categories: classical approaches and 
ANN based techniques. Classical approaches are based 
on statistical methods and forecast future value of a 
variable by using a mathematical combination of the 
historic information [6]. For instance with time series 
model of auto regressive integrated moving average 
(ARIMA) which incorporates the knowledge of 
experienced human operators short term load forecasting 
is carried out by using a linear combination of the past 
values of the variable [6]. In [5, 7] long-term and mid-
term electric load forecasting is presented which 
incorporates daily and weekly simple linear regression 
models with annual load growth to predict the future load 
demand. Meanwhile, for different residential areas by 
using ANN based techniques short and long term load 
forecasting is performed in [2, 3, 8-11] and in [12] 
respectively. In aforementioned studies, the results 
attained from different approaches are compared and 
discussed. In these studies, it is pointed out that, while 
ANN can yield satisfactory results with relatively limited 
information, in the case of statistical methods longer 
input data is required. 

In this study, by using the peak load data which is 
recorded from 2000 to 2007 and employing the least 
squares regression based methods and ANN, peak load 
demand for 2008 is forecasted. The results are validated 
by using the real data of 2008. 
 

II. FORECASTING METHODS 
In the forecasting process of long term electric peak 

load, least squares regression based methods and ANN 
are used. 
 
A. Least Squares Regression Methods 

In regression based models, the prediction error is 
minimised to zero by using the least squares approach as 
given in Equation (1). 
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In the equation; n is the number of data, ,i real valuey  is the 
existing recorded data, ,i approximatey  is the type of the 
function used and S is the sum of the squared prediction 
errors. In this method, the variable S is equalised to zero 
after differentiated to each coefficient. By this way the 
normal equations are attained [13, 14]. In the least 
squares method, regression models which are explained 
in detail below and used as ,i approximatey  in Equation (1). 
 
• The simple linear regression 

The simple linear regression model is based on the 
linear relationship between the dependent variable y and 
independent variable x as shown in Equation (2) [4, 13, 
14]. 

bxay +=       (2) 
This is the equation of a straight line which intercepts y 
axes at a  with a slope of b [14].  In order to attain zero 
error, by using the least squares errors method, Equations 
(3) and (4) are obtained. 
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In the equations the variables y, x and n represent the 
peak load, the years and the number of years which the 
forecasting is based on respectively. The a  and b  
coefficients are calculated from the Equations (3) and (4) 
and replaced in Equation (2) for the load forecasting [14]. 
 
• Multiple linear regression 

This approach shows a plane in the space with three 
dimensions which can be expressed as given in Equation 
(5) [13, 14]. 

21 cxbxay ++=       (5) 
In the equation, a, b, and c are regression parameters 
relating the mean value of y to 1x  and 2x . When the least 
squares method is applied (to attain zero error), Equation 
(6) is obtained [15]. 
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By solving the Equation (6); a, b and c parameters are 
calculated; where y is the peak load, 1ix  is the 
temperature, 2ix  is the population data and n is the 
number of years the forecasting algorithm based on. By 
replacing the regression parameters in Equation (5) the 
peak load forecasting is performed. 
 
• The quadratic regression  

In this approach the parabolic function which is given 
in Equation (7) is used [14]. 

2cxbxay ++=            (7) 

The a, b and c coefficients of the parabolic function can 
be obtained from Equation (8) which is written in matrix 
form.  
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The load forecasting is performed by replacing the 
calculated coefficients in Equation (7). 
 
• The exponential regression 

In this approach, the trend equation is formed by 
using an exponential function as given in Equation (9) [4, 
14]. 

xaby =       (9) 
By writing the Equation (9) in logarithmic form and then 
applying the least squares approach, Equations (10), (11) 
and (12) are formed. 
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Since the Equation (10) is linear, by applying linear 
trend analysis a  and b  coefficients are found as shown 
in Equations (13) and (14). 
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By replacing a  and b  coefficients in Equation (9) the 
peak loads are predicted. 
 
B. ANN 

Figure 1 depicts the architecture of typical feed-
forward multilayered neural network consist of an input 
layer, (one or more) hidden layers and an output layer. 
The number of hidden layers and neurons in layers is 
subject to problem studied and decided upon trial-error.  
 

 
 

Figure  1. Feed forward multi layer ANN 
 

The input layer receives the signal from outer 
environment and distributes it to the neurons in the 
hidden layers. The hidden layers have computational 
neurons and the number of layers depends on the 
functions to be used. The network computes the actual 
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outputs of the neurons in the hidden and output layer by 
using the activation function. The error gradient for the 
neurons in the output layer is calculated and the weights 
in the back-propagation network propagating backward 
the errors associated with output neurons are adjusted. 
The total error at the output layer is then reduced by 
redistributing the error backwards through the hidden 
layers until the hidden layer is reached. The process 
updating the weights until the desired output is reached 
defined as training. This process is called as generalised 
delta rule and repeated until the error criterion for all 
datasets is reached. In general each ANN is trained on a 
different 80% of the training data and then validated on 
the remaining 20%. Since each additional layer 
exponentially increases the computing load, in practice 
mostly 3-layer ANNs are preferred [3, 12, 15]. 

In this work, in the implementation stage of the ANN 
Matlab 6.5 software is used. In the program; three layers 
ANN model including one hidden layer with feed 
forward and back-propagation algorithm has been trained 
by using Levenberg Marquardt (LM) algorithm. The 
network used in this study has 12 neurons in the hidden 
layer with the logarithmic sigmoid activation function 
which is non-linear continuous function between 0 and 1 
as expressed in Equation (15) where, β  is the slope 
constant and in general assumed equal to 1 [15]. 

1( )
1 xf x

e β−=
+

    (15) 

For inputs, along the peak load dataset, monthly 
temperature and population growth are taken into 
account. In this study, the average monthly temperature 
values are obtained from the regional meteorological 
record office. The monthly population growth is 
calculated from the 1997 and 2000 national population 
statistics using Equation (16) which gives the population 
growth on monthly bases [16]. 

nr
n ePP .0=     (16) 

In this equation; 0P  is the first and nP  is the second 
of the two consecutive population statistics, n  is the time 
interval between the statistics and r  shows population 
growth rate. For Kutahya, by taking the 1997 and 2000 
population statistics which are obtained from Turkish 
Statistical Institute (TURKSTAT) as 643117 and 656903 
respectively; the value of r is calculated as 41004.5 −× . 
By using these values the population is calculated on 
monthly bases. All the data which are used for the 
training and testing of the ANN have been scaled to an 
interval of [0.25, 0.75]. 
 

III. NUMERICAL EXAMPLE 
By using least square regression based methods and 

ANN with the data from TEDAS, electric peak load 
forecasting of 2008 has been carried out for the city of 
Kutahya, Turkey. The results attained are summarised in 
Table 1 and illustrated as graphic form in Figure 2, for 
simple linear, multiple linear, exponential, quadratic and 
ANN approaches. The data used are the monthly averages 
of the peak loads recorded between years 2000 and 2008. 
 

Table 1. Forecasted peak load by different approaches for 2008 
 

Months 
Real 
load 

(MW) 

Simple 
linear 
(MW) 

Multiple 
linear 
(MW) 

Exponential 
(MW) 

Quadratic
(MW) 

ANN  
(MW) 

Jan. 136.7 124.6 121.3 125.6 129.9 123.24
Feb. 137.0 125.2 122.1 127.2 151.6 133.44
March 130.6 122.9 120.2 123.6 129.6 130.70
April 128.9 127.5 125.9 128.9 144.7 133.07
May 127.9 125.5 125.9 126.0 132.4 132.12
June 141.4 131.9 135.3 132.7 141.3 144.37
July 149.8 140.3 136.1 141.5 145.1 143.56
Aug. 134.3 142.5 139.1 145.0 157.1 135.74
Sept. 135.1 123.9 119.7 124.2 136.6 141.75
Oct. 143.0 130.4 127.7 131.0 140.7 137.21
Nov. 138.9 136.5 133.4 137.5 143.4 136.56
Dec. 135.2 142.7 139.6 144.8 144.5 128.00
 

It can be seen from the results that the results attained 
with the linear and exponential regression approach are 
very close to each other. In both approaches, the monthly 
peak load is increased consistently starting from February 
and reached the highest value in August of 2008. 

 
Figure 2. Real and forecasted peak load values for 2008 

 
Figure 2 shows the peak load demand predicted with 

different forecasting approaches. In multiple regression 
and ANN approaches, the inputs are supplied with the 
historic temperature and population growth data along 
with the peak load data. In the study, since the forecasting 
is carried out on monthly bases, monthly error analysis 
performed and the mean errors are given in Table 2 and 
as graphic form in Figure 3.  
 

Table 2. Forecasting errors by different approaches for 2008 
 

Months 
Simple 
linear 

(%) error

Multiple 
linear 

(%) error 

Exponential 
(%) error 

Quadratic
(%) error

ANN 
(%) error

Jan. -8.85 -11.27 -8.12 -4.97 -9.85 
Feb. -8.61 -10.88 -7.15 10.66 -2.60 

March -5.90 -7.96 -5.36 -0.77 0.08 
April -1.09 -2.33 0.00 12.26 3.24 
May -1.88 -1.56 -1.49 3.52 3.30 
June -6.72 -4.31 -6.15 -0.07 2.10 
July -6.34 -9.15 -5.54 -3.14 -4.17 
Aug. 6.11 3.57 7.97 16.98 1.07 
Sept. -8.29 -11.40 -8.07 1.11 4.92 
Oct. -8.81 -10.70 -8.39 -1.61 -4.05 
Nov. -1.73 -3.96 -1.01 3.24 -1.68 
Dec. 5.55 3.25 7.10 6.88 -5.33 

MAPE(%) 5.83 6.71 5.54 5.45 3.53 
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Figure 3. Forecasting errors for 2008 

 
From the Figure 3 it is seen that, for the peak load 

forecasting for 2008, with the ANN for ten months, with 
the quadratic regression for eight months, with the 
multiple linear regression algorithm for six months, with 
the simple linear and exponential regression approaches 
for three months the mean error remained less than 5%. 
When the approaches are investigated for the prediction 
errors between 5 to 10%, for nine months with the simple 
linear and exponential regression, for two months with 
the multiple linear regression and ANN approaches and 
only for one month for the quadratic regression the error 
remained in these limits. The error remained between 10 
to 15%; only for two months with the quadratic 
regression and for four months with the multiple linear 
regression approaches. The error has been found between 
15 to 20% for only one month with the quadratic 
regression. When the approaches are compared according 
to their highest prediction error; the highest error for 
quadratic and multiple linear regression approaches is in 
August and September with an error of 16.98 and -11.40 
% respectively. For exponential and simple linear 
regression approaches the highest prediction errors are 
found in October with a forecasting error of -8.39 and -
8.85 % in January respectively. As for the ANN the 
highest forecasting error is in December corresponding to 
-9.85 %. From these results it is evident that with the 
lowest mean absolute percentage error (MAPE) of 3.53 
%, the ANN based algorithm, in general has relatively 
lower forecasting error and superior to the classical 
approaches studied. 
 

IV. CONCLUSIONS 
In order to provide a high quality and reliable service 

to the consumers, it is essential for electric power 
distribution companies to carry out projections regarding 
anticipated electric peak load demand in the future. In the 
planning and management of power generation, 
transmission and distribution systems, load forecasting is 
the key factor. The errors in the parameters which are 
used in the load forecasting, the sudden changes in the 
input parameters or unexpected changes in the peak load 
data may negatively affect the peak load forecasting 
process and contribute to further errors. For the city of 
Kutahya with 200,000 inhabitants which has an 

increasing demand in electric power consumption, both in 
residential and industrial areas, the factors which 
contribute to the uncertainty in peak load forecasting are 
very high. Hence forecasting methods based on different 
methodologies may yield more realistic results. By the 
comparison of the forecasting for 2008 results attained, it 
is concluded that with the use of longer input data, the 
forecasting error is decreased. In this study, when the 
different load forecasting techniques are compared for 
Kutahya, it is seen that the ANN approach has produced 
better results. 
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