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Abstract- This article gives an overview of the currently 
available literature on content based image retrieval in the 
medical domain, especially in cancer diagnosis. Content 
Based Image Retrieval in Medical (CBIRM) a technique 
for retrieving image on the basis of automatically derived 
features such as color, texture and shape to index images 
with minimal human intervention. The need to find a 
brain cancer tumor image from a body image collection is 
shared by many professional groups, including skin 
images, backbone images, face images and etc. CBIRM 
consists of retrieving the most visually similar images to 
a given query image from a database of medical images. 
 
Keywords: Content Based Image Retrieval in Mediacal 
(CBIRM), Imaging Informatics, Information Storage and 
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I. INTRODUCTION 
Some years ago, medical information systems only 

provided textual information about patients in treatment; 
later, this data is stored in large databases where queries 
could be made by searching for the text information [1]. 
Today, this type of information has become the main 
subsidy for medical diagnosis, even, there is area called, 
medical imaging diagnose. Content Based Image 
Retrieval (CBIR), also known as query by image content 
(QBIC) and content-based visual information retrieval 
(CBVIR) [2, 3] . Image retrieval has been an extremely 
active research area over the last 10 years, but first review 
articles on access methods in image databases  appeared 
already in the early 80s [4].  

CBIR systems retrieve images from that database 
which are similar to the query image. Primarily research 
in Content Based Image Retrieval has always focused on 
systems utilizing color and texture features [5]. There has 
also been some work done using some local color and 
texture features. These account for Region Based Image 
Retrieval (RBIR) [6]. There are three important feature 
components for content based image retrieval [7]. The 
most common are color  [3, 8], texture [9, 10]and shape 
[11, 12] or combinations of these. These features are 
combined to achieve higher retrieval  efficiency [8]. The 
proposed content based medical image retrieval scheme is 
outlined in Figure 1. 

 
Figure 1. Outline of the proposed content based image retrieval in 

medical methodology 
 

The image retrieval process consists of two main 
phases: pre-processing phase and retrieval phase. Both 
phases are described as follows [13]. 
 

II. PRE-PROCESSING PHASE 
Image segmentation is the process of separating or 

grouping an image into different parts. The goal of image 
segmentation is to cluster pixels into salient image 
regions, where the regions corresponding to individual 
surfaces, objects, or natural parts of objects Image 
segmentation methods can be divided into three types: 
Boundary based techniques, Region based techniques, 
and Pixel based direct classification methods [14]. Pre-
processing method is depicted in Figure 2. 
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  Input image  Output image 

 

Figure 2. Sample pre-processed Image 
 

The pre-processing phase is composed of two main 
components: 
� The Feature Extraction model 
� Classification model 

The idea behind feature extraction is to use the lowest 
level pixel values to extract slightly higher level features, 
such as gray-levels, texture or shape and combine them 
into an ideally high level representation of the image 
content. The feature extraction model operates on the 
image database to produce three kind of features: 
 
A. Shape Feature 

Shape is one of  the important  features and contains 
the most attractive visual information for human 
perception [15]. We use the term shape to refer to the 
information that can be deduced directly from images and 
that cannot be represented by color or texture; as such, 
shape defines a complementary space to color and texture 
[16]. Shape representations techniques used in similarity 
retrieval are generally characterized as being region based 
and boundary based [17]. Boundary based shape 
representation only uses the outer boundary of the shape 
as shown in Figure 3. 
 

 
 

Figure 3. Boundary based shape representation 
 

Methods that extract region based features take into 
account all the pixels within the shape. They map each 
shape into a fixed sized grid or circle to achieve scale, 
rotation and translation invariance. This normalized shape 
is viewed as a probability density of a two-dimensional 
variable, from which orthogonal moments that describe 
some global properties of the shape can be computed [15, 
18].  Low level visual features are used for representation 
and retrieval of images. 
 
B. Color Feature 

The color feature has widely been used in CBIR 
systems, because of its easy and fast computation [19]. 
Color is one of the visual attributes that can provide  
more information about the visual content of an image 
and the most widely used feature in CBIR [20, 21].  

This is a compact representation of the color feature 
to characterize a color image [22-24]. The purpose of a 
color space is to facilitate the specification of colors. In 
fact, most existing image retrieval systems such as QBIC 
[25], Netra [26], and VisualSEEK [27] are most efficient 
in color retrieval. The color feature three-dimensional 
values make its discrimination potentiality superior to the 
single dimensional gray values of images. These values 
are: 

�  Color Space 
Each color in the color space is a single point 

represented in a coordinate system. several color spaces, 
such as RGB, HSV, CIE L*a*b, and CIE L*u*v, [28] 
have been developed for different purposes. The RGB 
space is a widely used color space for image display. It is 
composed of three color components red, green, and blue. 
The CIE L*a*b* and CIE L*u*v* spaces are device 
independent and considered to be perceptually uniform. 
They consist of a luminance or lightness component (L) 
and two chromatic components a and b or u and v. In 
HSV (or HSL, or HSB) space is widely used in computer 
graphics and is a more intuitive way of describing color. 
The three color components are hue, saturation 
(lightness) and value (brightness). In contrast, CMY 
space is a color space primarily used for printing. The 
three color components are cyan, magenta, and yellow.  
 Color Moments 

Color moments have been successfully used in many 
retrieval systems (like QBIC CBIR system [29, 30]). It 
has been shown that most of the color distribution 
information is captured by the three low order moments. 
The first order moment (µ) captures the mean color, the 
second order moment (σ) captures the standard deviation, 
and the third-order moment captures the skewness (θ) of 
color. These three low order moments ( , , )c c c� � �  are 
extracted for each of the three color planes, using the 
following mathematical formulation. 
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Weighted Euclidean distance between the color 
moments of two images has been found to be effective to 
calculate color similarity [31]. 
 Color Histogram 

The color histogram is the most traditional and the 
most widely used way to represent color patterns in an 
image [32, 33]. many applications require methods for 
comparing images based on their overall appearance 
Color histograms are frequently used to compare images 
[34]. The color histogram serves as an effective 
representation of the color content of an image if the 
color pattern is unique compared with the rest of data set.  
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The color histogram is easy to compute and effective 
in characterizing both the global and local distribution of 
colors in an image. In addition, it is robust to translation 
and rotation about the view axis and changes only slowly 
with the scale, occlusion and viewing angle. Color 
histogram distances should include some measure of how 
similar two different colors are, for example, QBIC 
system defines its color histogram distance as [32]: 

( , ) ( ( ) ( )) . .( ( ) ( ))T
histd I Q h I h Q A h I h Q� � �  (4) 

To solve this problem, the joint histogram technique 
is introduced [71]. The color histogram does not take the 
spatial information of pixels into consideration, thus very 
different images can have similar color distributions. A 
simple approach is to divide an image into sub-areas and 
calculate a histogram for each of the sub-areas (Figure 4). 
 

 
 

Figure 4. The gray level histograms of several medical images 
 
C. Texture Feature 

Texture is one of the most important defining features 
of an image [32]. In image classification texture provides 
important information as in many images of real world 
[35, 36]. Texture provides important information as in 
many images of real world. Texture determination is 
ideally suited for medical image retrievals Systems [37]. 
The autocorrelation function of an image is used to 
quantify the regularity and the coarseness of a texture. 
This function is defined for an image I as: 
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A texture is characterized by a set of values [38]: 
1) energy                        
2) entropy 
3) contrast 
4) homogeneity 
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The comprises spectral features achieved by using 
Gabor filtering, wavelet transform texture features 
commonly used by system of retrieving images [36]. 
Some common measures for capturing the texture of 
images are wavelets and Gabor filters.  

The Gabor filter has been widely used to extract 
image features, especially texture features [39, 40]. We 
can extract features from those filtered images using 
some techniques, such as applying spatial smoothing or 
to pass them through a sigmoidal nonlinearity [14, 41]. 
The basic idea of using Gabor filters to extract texture 
features is as follows. 

A two dimensional Gabor function g(x, y) is defined: 
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Figure 5. Edge operators: (a) Original image, (b) Prewitt,  

(c) Canny, (d) Laplacian of Gaussian, (e) Roberts 
 

The texture measures try to capture the characteristics 
of images or image parts with respect to changes in 
certain directions and scale of changes [42]. There are 
different types of texture feature extraction methods like 
statistical, geometrical, and model based and signal 
processing reported in the Literature. Purpose of texture 
analysis [14]: 
1. To identify different textured and nontexture regions 
in an image. 
2. To classify different texture regions in an image. 
3. To extract boundaries between major texture regions. 
4. To describe the Texel unit. 

Basically, texture representation methods can be 
classified into two categories: structural and statistical. 
Structural methods, including morphological operator 
(Figure 5) and adjacency graph, describe texture by 
identifying structural primitives and their placement 
rules. They tend to be most effective when applied to 
textures that are very regular. Statistical methods, 
including Fourier power spectra, co-occurrence matrices, 
shift invariant principal 

The component analysis (SPCA), Tamura feature 
[43], Wold decomposition, Markov random field, fractal 
model, and multi-resolution filtering techniques such as 
Gabor and wavelet transform, characterize texture by the 
statistical distribution of the image intensity. Textural 
features usually play only a secondary role in most CBIR 
systems that deal with colored images. However, in 
medicine, textural features gain an extra importance, 
because (a) gray-level features alone may not have 
enough discriminatory power [13] and (b) some diseases 
can affect the organs in such a manner that x-ray images 
of those organs show texture changes [14]. 

Medical image interpretation consists of three key 
tasks: (1) perception of image findings, (2) interpretation 
of those findings to render a diagnosis or differential 
diagnosis, and (3) recommendations for clinical 
management (biopsy, follow up, etc.) or further imaging 
if a firm diagnosis has not been established [16]. 
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D. Similarity Measure 
The Similarity functions seek calculates the content 

difference between two images based on their features. 
One of the images is given as search parameter and 
another is stored in the database and had their features 
previously extracted [44]. There are different ways to 
show results for users, the most common is use the 
ranking method and present images thumbnails according 
to the similarity degree in relation to a query [45]. The 
judgment of how similar a database image is to a query is 
dependent on which image distance measure or measures 
are used to judge similarity. Calculate Euclidean Distance 
then get Euclidean (D) [46]: 

2
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( , ) ( )
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i i
i

Deucld r s r s
�

� ��  (8) 

While ( i iT O� ), where  iT  is the test (query) Image and 

iO is the object images. Repeat above procedure for N 
object images. Now we have ‘N’ object image and its 
Euclidean distance matrices. 

There are four major classes of similarity measures:  
1. color similarity,  
2. texture similarity,  
3. shape similarity,  
4. object and relationship similarity. 
 

III. CONTENT BASED IMAGE RETRIEVAL 
SYSTEMS 

Content based image retrieval has frequently been 
proposed for various applications. Some of applications 
are described as follows: 

 
A. TeleMed-VS [47] 

TeleMed-VS is one medical image visualization and 
segmentation tool. It is like an eye to aid doctors in 
medical image analysis and in diagnosis, who use 
medical images in neurology, radiology, surgery, or any 
other field. For image visualization, it renders 3D image 
data both in slice mode and volume mode.  For medical 
image processing system, finding out the area that 
interested by physicians Image segmentation is primary 
work for anatomical analysis and pathological diagnosis. 
However, it is still challenge and unsolved problem 
(Figure 6). 
 

 
 

   
 

Figure 6. The TeleMed-VS system radiology image retrieval system 

B. ASSERT [48] 
ASSERT (Automated Search and Selection Engine 

with Retrieval Tools) is a CBIR system for the domain of 
HRCT (High Resolution Computed Tomography) images 
of the lung with emphysema-type diseases. It uses the 
computer's computational efficiency to determine and 
display to the user the most similar cases to the query 
case. 
 

 
 

Figure 7. The ASSERT system radiology image retrieval system 
 
C. PACS/ Health Database Management [49] 

Picture Archive and Communication Systems (PACS) 
are comprehensive management systems for diagnostic 
imaging studies that are increasingly used in hospitals 
and health care systems [49]. The idea of PACS is to 
integrate imaging modalities and interfaces with hospital 
and departmental information systems in order to manage 
the storage and distribution of images to radiologists, 
physicians, specialists, clinics, and imaging centers. 

1.  
2. D. IRMA (Image Retrieval in Medical Applications) 

[50, 51] 
The IRMA system splits the image retrieval process 

into seven consecutive steps, including categorization, 
registration, feature extraction, feature selection, 
indexing, identification, and retrieval [52] (Figure 8). 
 

 
 

Figure 8. The SPIRS-IRMA system radiology image retrieval system 
 

IV. CONCLUSIONS 
This paper has focused on the CBIR applications in 

medical domain, the majority of the medical CBIR 
systems have emerged as adaptations of the multimedia 
CBIR systems. The goal of medical image databases is to 
provide an effective means for organizing, searching, and 
indexing large collections of medical images. Content 
based retrieval is a promising approach to achieve these 
tasks and has developed a number of techniques used in 
medical images. CBIR approach provides semantic 
retrieval, but effective and precise techniques still 
remains elusive. 
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