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Abstract- The purpose of this article is to present 

methods to failure risk analysis based on data acquired 

from a power station remote monitored. Besides the 

classical methods as Fishbone and Pareto methods based 

on mathematical modeling and statistical probability, a 

new method for risk prioritization based on fuzzy graphs 

is proposed and all methods are discussed and compared 

using some case studies. All analyzes performed help the 

user to prevent a faulty of the electronic equipment based 

on the Predictive Maintenance Prioritization (PMP) 

actions evaluated here based on fuzzy graphs. The 

resemblance relation between the subsystems which may 

fail due to partial or complete deterioration of one 

component is obtained using -cuts in fuzzy graph 

defined for the whole system. The modeling is briefly 

shown and the proposed PMP method was demonstrated 

with a significant case study. 
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I. INTRODUCTION 

The maintenance system for electrical and electronic 

equipment using a predictive maintenance program is an 

essential key to increase the life cycle of that equipment 

[1]. The rules of the predictive maintenance are based on 

evaluation, diagnosis and monitoring of state variables 

for maintaining the performance capability of the 

equipment. These are adopted using maintenance policies 

established so as to be defined clearly the effective steps 

for rehabilitation of the equipment. The predictive 

maintenance allows the timely detection, location and 

identification of the fault or the worn parts, and 

evaluation of the duration of safe operation for that 

equipment [2]. 

The both monitoring and diagnosis components of 

the predictive maintenance are inseparable. Monitoring 

stage is designed to collect data using data acquisition 

systems. These data are used during the diagnosis stage to 

detect operating anomalies, poor performance, incipient 

defects, and advanced wear [3]. 

To achieve an efficient maintenance plan is needed to 

use classic methods, but also those based on artificial 

intelligence. From the classical methods the following 

can be used: Pareto, Fishbone, 5 Why, DEMATEL 

(Decision making trial and evaluation laboratory), and 

Markov [4]. 

The Pareto chart is a tool to investigate a process that 

provides categorized information in order to count the 

repetition of a certain type of defect. The defects are 

ordered and, therefore, the significant problems can be 

identified and corrected before the total falling of the 

equipment [5]. In a Fishbone chart, the problem to be 

solved is noted in the head of the "fish", and then main 

causes of defect apparition, along the "bones" are 

categorized. Additional causes may be added to new 

ramifications [6]. Traditionally, the prioritization is 

achieved by developing a number related to risk of 

failure. The Risk Priority Number (RPN) techniques uses 

linguistic terms to classify the faults based on specific 

probabilities defined for failure process [7].  

The DEMATEL method uses ten linguistic terms to 

classify the severity of the fault (Gd, the probability of 

occurrence of the fault (Pd) and the probability of system 

stop at a detected defect (Po) on a numerical scale from 1 

to 10. The RPN is a mathematical product of these three 

factors above mentioned, being in range 1 to 1000 [8]. 

The proposed PMP method will improve the DEMATEL 

method by reducing the RPN range and setting a failure 

probability related to components and subsystems of the 

whole system under test. 

Because the technological advances are the base to 

produce a growing number of engineering systems and 

complex products, a strong reason appeared for the 

integration of advanced maintenance programs. This 

could avoid the worst case: when defects occur is too late 

to correct the defects. So, using an advanced system for 

monitoring and diagnostics, the occurrence of defects can 

be prevented [9].  

A decision problem cannot always be formulated in a 

mathematical classic language [10]. Frequently, the 

experts use a mix between natural language and artificial 

language. Thus, the fuzzy set theory brings a certain 



International Journal on “Technical and Physical Problems of Engineering” (IJTPE), Iss. 28, Vol. 8, No. 3, Sep. 2016 

 43 

advantage in this approach allowing some lack of 

precision in estimation of input variables through proper 

treatment of linguistic variables [11]. 

This paper is structured as following: The second 

section of article presents two classical methods based on 

two study cases linked with the methods. The third part 

of the paper presents a fuzzy method to estimate the RPN 

based on statistical data available and expertise of the 

experts.  The last section concludes the paper. 

 

II. CLASSICAL ANALYSIS OF DATA RECORDED 

BASED ON FISHBONE AND PARETO METHODS 

The classical methods analyze the data recorded by 

the equipment which monitors the manufacturing 

processes based on mathematical modeling of statistical 

data. All analyzes performed prevent to appear a faulty in 

the electronic equipment. 

 

A. Pareto Analysis 

Pareto chart is a tool used when you want to 

investigate a process and that provides information 

categorized in order to count the repetition of a certain 

category of defect. The information is sorted in order and 

that is why the significant problems is easy to be 

identified and corrected early.  

This technique is used primarily to identify and 

evaluate discordances, although it can be used to 

summarize all types of information. Pareto analysis is a 

statistical technique for classifying the small tasks as a 

number but with a significant effect. It is based on the 

Pareto principle (also known as the 80/20 rule), which 

states that 20% of resources, generates 80% of all 

employment, or in terms of quality improvement, most of 

the problems (80%) have several causes key (20%) [12]. 

 From the standpoint of quality, diagram was 

introduced by Professor J.M. Juran to distinguish 

between: 

- the essential issues, which are few in number, but their 

results are important; 

- secondary problems, which are many, but with few 

results. 

It is likely the most commonly diagram used for the 

management presentations that would avoid unscheduled 

appearance defects. 

The analysis of the Pareto diagram will show that: 

- 80% of all warranty repairs of a product covers 20% of 

its parts. 

- 75% of quality defects resulting in 15% of operations 

taking place within a process. 

- 10% of inventoried products represent 70% of the total 

cost of inventory [13]. 

The Pareto chart can be used in: 

- to design of predictive maintenance programs for 

electronic equipment; 

- to analysis of the electronic equipment with several 

unscheduled stops; 

A Pareto chart has the following objectives: 

- To separate the important issues as far as possible, 

because the maintenance team to focus on improving 

their actions. 

- To arrange information according to priority or 

importance equipment. 

- To prioritize issues according to importance equipment 

based on information and not opinions [13].  

To create a Pareto analysis must follow the steps 

below: 

 Step 1- Record the raw data. Record all the data we 

have about equipment, regardless of their class or their 

importance. 

 Step 2- Order information. It creates a table and arrange 

the data in order of frequency of occurrence of the events. 

 Step 3- Find the cumulative counts. Each category's 

cumulative count for that category added to the counts for 

all larger categories. 

The main advantage of chart Pareto is the fact that it 

provides more easily indication of the most important 

mistakes. The main disadvantage is the hierarchical 

system of faults and non-conformities that often depends 

on the person who makes it. 

The advantages to using the Pareto diagram are the 

following: 

- Fixes a problem effectively by identifying and 

prioritizing root causes in order of importance. 

- Set priority for many practical applications, such as 

efforts to improve the process, the needs of customers, 

suppliers, investment opportunities. 

- Highlights where we need to focus maintenance actions 

[12, 13]. 

 

B. Case Study I: Pareto Analysis of Data Recorded 

From a Power Station 

Are presents a case of study for a power station. 

The power station studied here has the following 

elements: 

- 2 rectifiers; 

- 1 controller; 

- 1 Ethernet card; 

- 2 groups of batteries. 

Tracking of functionality of the power station was 

made between 10.12.2015 - 02.10.2016 and the number 

of stations monitored was of 9 pieces. 

Monitoring equipment was done remotely by using the 

dedicated equipment. When it reported a defect was 

performed and a local analysis (hardware) on the 

equipment.  

For recording data was used to excel in a table that 

had been all defects arising in Table 1. After analyzing 

the recorded data of Table 1 resulted the Table 2  which 

represents a summary of the frequency of damage and for 

easier analysis is made the chart in Figure 1. 

 

 
 

 

Controller

58%

Rectifier

23%

IFIP

10%

Batteries

9%

Analysis Accidental Shut Down

Figure 1. Analysis accidental shut down 
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Table 1. Data equipment component which caused shutdown 
 

Nr crt Date Equipment Components which caused shutdown 

1 10.12.2015 Rectifier Fan 

2 10.12.2015 IFIP A pin of port to Ethernet card oxidized 

3 12.12.2015 Rectifier Filtering capacitor 

5 15.12.2015 Controller The board monitoring  for DC 

6 17.12.2015 Controller Display local 

7 19.12.2015 Rectifier Cable communication between controller and rectifier 

8 19.12.2015 Controller Capacitor on PCB for distance communication 

9 24.12.2015 Rectifier Temperature sensor of rectifier 

10 25.12.2015 Batteries 1 battery is discharged from a group under the minimum allowed 

11 28.12.2015 Rectifier Fan 

12 31.12.2015 Controller Capacitor on PCB for distance communication 

13 02.01.2016 Controller Eprom 

14 02.01.2016 Rectifier Filtering capacitor 

15 05.01.2016 Batteries Temperature sensor reading groups linked to batteries 

16 10.01.2016 Rectifier Filtering capacitor 

17 13.01.2016 Controller Internal fan at controller 

18 18.01.2016 Controller Cable communication between controller and rectifier 

19 21.01.2016 Controller Voltage monitor 

20 23.01.2016 Rectifier Fan 

21 26.01.2016 Controller Capacitor on PCB for distance communication 

22 30.01.2016 Rectifier Internal Eprom 

23 05.02.2016 Rectifier Fan 

24 07.02.2016 IFIP A pin of port to Ethernet card is oxidized 

25 10.01.2016 Rectifier Filtering capacitor 

 
Table 2. Centralization of data  according to frequency of occurrence of 

defects 
 

No Equipment Number of accidental shut down 

1 Rectifier 11 

2 Controller 9 

3 IFIP 2 

4 Batteries 2 

 
Table 3. Analysis of defective components rectifier 

 

No Equipment 
Components which 

caused shutdown 

Number 

of stops 

1 Rectifier Filtering capacitor 4 

2 Rectifier Internal Eprom 1 

3 Rectifier Cable communication 1 

4 Rectifier Fan 4 

5 Rectifier Temperature sensor 1 

 

According to data recording in Table 2 following the 

analysis shows that most accidental shut down equipment 

is rectifier. This method can identify the components how 

lead to the failure the equipment how make part of the 

power station, for analysis it must to extract data from 

Table 3 with recording data. The chart resulting from 

Table 3 is shown in Figure 2. 

After analyzing the Pareto chart, it can be noted that  

the vital equipment for power station is the rectifier. This 

component is the most component with the accidental 

shut down according to data recorded and studied. After 

analyzing the causes of defects shows need to make  

action for preventive maintenance: 

- Cleaning fan; 

- Lubricate the bearings of the fan; 

- Setting the threshold voltages; 

- Installing a phase monitor to avoid damaging the 

filtering capacitors; 

- Verification of communication cables and achieving a 

route through a secure environment without perturbed; 

- Periodic recalibration or replacement of temperature 

sensors of the rectifier. 

Finally, it should be noted that it is easier to reduce a 

high frequency of defects only decreased frequency of 

defects, the diagram shows that the improvement would 

be more useful to focus on the first two causes than those 

secondary (and many minor). 

 

37%

9%
9%

36%

9%

Analysis on Equipment with Multiple Stops

Filtering capacitor

Internal eprom

Cable communication

Fan

Temperature sensor

Figure 2. Analysis on equipment with multiple stops 
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C. Fishbone Analysis 

Fishbone diagram is an analysis tool that characterizes 

a particular process. The diagram is called "Ishikawa" 

because was developed by Kaoru Ishikawa or fishbone 

diagram because it looks like a fish skeleton. This 

diagram illustrates the primary and secondary causes of a 

particular effect (symptom). 

In a typical chart of this type, the problem to be 

solved is noted in the head of the "fish", then strung 

causes along  bones and categorized. Additional causes 

may be added to new branches [14]. Fishbone diagram 

can be used when: 

- It wants straightening attention to a specific issue; 

- The team turned its attention on the causes and not the 

symptoms; 

- Plot different theories about the causes that could form 

the basis for problem; 

- It shows the links between the various factors that 

influence a problem; 

- To discover important relationships between different 

variables and possible causes; 

- Understand better functioning process [15].   

For building a Fishbone diagrams it must follow the 

next steps. 

 Step 1. Identify and define the result to be analyzed. 

The main problem is formulated and fits in a box in the 

right-hand side of the chart. Analyzes the effect or 

problem that can be represented by: set goals, effects, 

features. This field should be named explained. An effect 

can be positive (target) or negatively (okay), depending 

on the topic under discussion. 

 Step 2. Use a table, placed at the sight of everyone and 

draws spine, then the border will note the effect. We draw 

a horizontal arrow pointing to the right. This is the 

backbone chart. The right arrow is noted a brief 

description of the effect or the result. 

 Step 3. Identify the main causes that have given rise to 

effect. These are the names of the main ramifications of 

the diagram and become categories in front of which 

there can note many other subcategories. The main causes 

are established or categories, and in front of these will be 

listed other possible causes. Names should be used to be 

relevant in construction of the diagram, which will bind 

all problems through a diagonal line between them. 

 Step 4. It is achieved an analysis of each major causes 

and identify secondary factors that may have links with 

effect the issue under examination. In analyzing the 

subcategories all causes must be identified and related to 

main branch. Each case must be described in detail, and if 

a secondary cause can create one new, this may be noted 

next to each. It is important to identify possible causes 

and subcategories to note that the right main 

ramifications. 

 Step 5. Using the analysis to identify causes and 

gradually increasing is placed on subcategories. If the 

analysis is too high it is recommended to divide diagram 

into smaller ones to create more subcategories for easier 

understanding. Any of the main causes can be rewritten 

as a result. 

 Step 6. The final chart helps to identify the causes that 

require further research. As some cause-effect diagrams 

help identify possible causes, Pareto analysis can be used 

to decide the cases to be firstly studied [14, 15]. 

For efficiency of analysis it is appropriate to examine 

the balance chart and ascertain details of several common 

categories. A category with many sub-trees may indicate 

the need for further analysis. A main category with only a 

few specific cases may indicate the need to identify other 

causes [14]. 

If several main ramifications have few sub-trees, you 

may need to combine into a single category. Looking for 

causes is repeated, it may be the root causes. 

The advantages of Fishbone diagram are: 

- Helps identify the root causes; 

- Stimulate group participation; 

- It is orderly and easy to decipher and emphasizes the 

relationships between cause and effect; 

- Show what can be changed to improve a system; 

- Participants acquire new knowledge related to the 

process, as more details about the factors that influence 

this process and the relationships between them; 

- Determine the areas that require additional information. 

 

D. Case Study II: Fishbone Analysis Based on 

Previously Recorded Data 

Case study is based on data from previous analysis of 

power station. In Figure 3 is a diagram Fishbone analysis 

of damage to a power station. The data have been 

recorded with dedicated software. 

 

 
 

Figure 3. Fishbone diagram for a power station
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The main causes that can lead to defects in the 

equipment can be easily identified using the Fishbone 

analysis. This shown that the rectifier is the main problem 

for this electronic equipment (the power station), 

followed by the controller. 

Having all the records of the analysis made available, 

the vital components in electronic equipment should be 

treated priority. 

 

III. ANALYSIS OF DATA RECORDED WITH FUZZY 

GRAPHS 

Let be S = {S1, S2, …, Sm} set of subsystems which 

may fail due to partial or complete deterioration of one 

component from set of components C = {C1, C2, …, Cn}.  

The experts, D = {D1, D2, …, Dh} estimate the risk’ 

level to fail the whole system due to partial or complete 

deterioration of one component considering the following 

levels of risk R = {R1, R2, …, Rl}. 

In the mathematical sense, an affinity is a subset of 

elements with common features [12]. The concept of 

affinity defined in S×C set gives the risk’ prioritization 

for the whole system [13]. 

This paper proposes to evaluate the risk’ prioritization 

based on Fuzzy Graphs (FG), which have been widely 

treated in the literature [fuzzy graphs]. Fuzzy Graph (FG) 

on X (a finite set) is defined by the triplet G(x, , ) [14], 

where: : X[0,1] is the membership level of each FG 

node; : X×X[0,1] is membership level of each FG arc. 

Furthermore, the FG, G = (x, , ), define a Fuzzy 

Transportation Network (FTN) if and only if [15]: 

a)      , sup ij ji
j X

i X i  


     (1) 

b) There exist two outstanding nodes, denoted by          

q1, q2X, verifying: 

b.1) 1 2( ) ( ) 1q q    (2) 

b.2) 
1 2 2 1

1, 1q q q q     (3) 

b.3)  
1 2

, / 0,ij q i j qi j X         (4) 

Note that (,) is a fuzzy relation on X, n(,) is the  

n-times composition of  with itself by means of the 

classical max-min operation and (,) define the 

strength of the stronger path for two nodes in FTN: 

     , sup , , ,n

n

i j i j i j X      (5)

 Thus, using the available data regarding the failure of 

the system, the experts based on their expertise can define 

the following fuzzy sets: the set of fuzzy risks in 

operation ( ijR ) and set of fuzzy risks priori defined ( )P : 

1
1

(1) ( )
, ... on { , ... , }

ij ij

ij n
n

n
R C C C

C C

   
  
  

 (6) 

1
1

1

, ... on { , ... , }n
l

l

pp
P R R R

R R

 
  
 

 (7)

 
The set of fuzzy risks in operation ( ijR ) is defined for 

each subsystem Si, i = 1, …, n, considering the levels of 

risk defined, Rj, j = 1, …, l. 

 

 
 

Figure 4. FTN for classifying a problem 

 

 The FG for this classifying problem, G = (x, , ), is 

shown in Figure 4, where: 

   1 2X q R S C q      (8) 

 1 21, ,

( ) max ,

max ,

ik
i

ik
k

x q q R

x x C

x S

 







 





 (9) 

   1 2 1

2

1, ( , ) { } { } { }

, ( , )

( , ) max , ( , )

max , ( , ) { }

ik

ik
k

ik
i

x y q R q q

x y S C

x y x y R C

x y C q


 



  


 
   

  


 (10) 

1 ( ) max max ( )ik i i
i k

k k      (11) 

1

( )
( )

l
i j

i

j

k
k

l






  (12) 

The last relation is the solution of the fuzzy 

optimization problem [16]: 

 
2

1 1
1 1

min
i

m l

ij i
L i j

S S R R
 

  (13) 

where, 
1

(1) ( )
, ...i i

i
n

n
R

C C

  
  
 

 and S1 (s-norm bounded 

sum),  (symmetrical difference), ()m (mth power) are 

fuzzy connectives defined in [17].

 It is easy to show that G is a FTN [18]. G is entirely 

define if we specifies the associated capacity for each arc 

(x, y), k(,): X×XR 

   

   

2

1

2 1

1, ( , ) { }

( , ) , ( , ) { }

. 1, ( , ) { } { }

j

x y R S C q

k x y p x y q R

ct x y S C q q

   


  


   

 (14) 

where, pj<1 is the risk to fail which is priori defined for 

each component Cj, j = 1, …, n, and the constant (ct.>1) 

is arbitrary defined to not bottleneck this flow inside FTN. 
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IV. CASE STUDY: PREDICTIVE MAINTENANCE 

PRIORITIZATION OF A POWER SUPPLY 

EQUIPMENT USED IN TELECOMMUNICATIONS 

The system used in this case study is power supply 

equipment used in telecommunications. This may be 

mainly in the following subsystems: S1 = Rectifier unit; 

S2 = Controller unit; S3 = IFIP card unit; S4 = Battery unit 

(Figure 5). Table 4 shows during a year the frequency of 

occurrence of defects in each subsystem. 

Following Pareto analysis, it appears that vital 

equipment for power supply equipment is the rectifier 

unit. The frequency of occurrence of defects in rectifier 

unit is mainly given by the fans and filtering capacitors 

(Figure 5).  

Table 5 shows during a year the frequency of 

occurrence of defects in rectifier unit due to the following 

components: C1=Fans; C2=PCB Capacitor for 

communication circuit; C3=Communication cable; 

C4=Filtering capacitors; C5=EPROM chipset. 

 

 
 

Figure 5. The subsystems of the power supply equipment used in 

telecommunications 
 

Table 4. The frequency of occurrence of defects in each subsystem 
 

Si Subsystems 
Frequency of 

defects occurrence [%] 

1 Rectifier unit 46 

2 Controller unit 38 

3 IFIP card unit 8 

4 Battery unit 8 
 

Table 5. The frequency of occurrence of defects in rectifier unit 
 

Ck Subsystems 
The component that 

caused the shutdown 

Frequency of 

defects occurrence [%] 

C1 Rectifier unit Fans 36 

C2 Rectifier unit 
PCB Capacitor for 

communication circuit 
9 

C3 Rectifier unit Communication cable 9 

C4 Rectifier unit Filtering capacitors 37 

C5 Rectifier unit EPROM chipset 9 

 

The Pareto analysis can be extended to each 

subsystems based on same components selected as 

component with risk of high (R1), moderate (R2) and low 

(R3) level.  

As it was mentioned, the DEMATEL method uses a 

numerical scale from 1 to 10 to classify the severity of the 

fault (Gd, the probability of occurrence of the fault (Pd) 

and the probability of system stop at a detected defect 

(Po). Although the method uses a large number of degrees 

linguistic (10), the disadvantage of DEMATEL method is 

that are used equal weights for any scenario with   RPN = 

Gd×Pd×Po. As a result, some (Gd, Pd, Po) scenarios can 

generate RPN lower than other combinations, although 

they are potentially dangerous in terms of equipment 

maintenance. For example, a scenario with Gd = 9 (very 

high) Pd = 3 (low), Po = 2 (high) has RPN1 = 9×3×2 = 54. 

The second scenario with Gd = 4 (moderate severity),    

Pd = 5 (medium), Po = 6 (low) has RPN2 = 4×5×6 = 120.  

Note that RPN1<RPN2, although the first scenario 

should have a higher priority in developing corrective 

action. Furthermore, the RPN has values into a wide 

scale, from 1 to 1000, so the statistical values not evenly 

cover the entire range.  

These disadvantages can be avoided with the PMP 

method based on FTN. Here, based on their expertise, the 

experts can define the following fuzzy sets: the set of 

fuzzy risks in operation ( ijR ) and the set of fuzzy risks 

priori defined ( )P . 
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 
  
 

 

41
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,  , , , ;R
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 
  
 

 

42
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,  , , , ;R
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 
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43
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 
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1 2 3

1 1 1
  , ,P

R R R

 
 
 

 (15) 

Using  

1

( )
( )

l
i j

i

j

k
k

l






  (16) 

the following fuzzy sets iR , i = 1,2,3,4, can be computed: 

1
1 2 3 4 5

1 0.5 0.4 0.4 0.7
   ,  , , , ;R

C C C C C

 
  
 

2
1 2 3 4 5

0.7 0.9 0.3 0.5 0.25
,  , , , ;R

C C C C C

 
  
 

 

3
1 2 3 4 5

0.4 0.4 0.8 0.55 0.15
,  , , , ;R

C C C C C

 
  
 

 

4
1 2 3 4 5

0.4 0.5 0.7 0.7 0.45
,  , , , .R

C C C C C

 
  
 

 

The FTN is presented in Figure 6. The -cuts in this 

FTN are shown in Figure 7 for {0.7, 0.8, 0.9, 1}. The 

affinity in SC set can be found analyzing these -cuts. 

Table 1 gives some affinities in SC set. 
 

Table 3. Affinities in S×C set 
 

 =0.7 =0.8 =0.9 =1 

S S4 S3 S2 S1 S3 S2 S1 S2 S1 S1 

C C3 C3 C1;C2 C1;C5 C3 C2 C1 C2 C1 C1 
 

Figure 6. The FTN for the case study 

 

The affinity relation in full, S C , is given below. 

                   

                   

~

1 1 2 2 3 3 1 5 2 1 4 3 4 5 1 1 3 4 1 2

2 4 4 2 4 5 1 3 1 4 3 1 3 2 4 1 2 3 2 5

1 0.9 0.8 0.7 0.7 0.7 0.7 0.7 0.55 0.5
, , , , , , , , ,

, , , , , , , , , ,

0.5 0.5 0.45 0.4 0.4 0.4 0.4 0.4 0.3 0.25 0.
, , , , , , , , , ,

, , , , , , , , , ,

S C S C S C S C S C S C S C S C S C S C S C

S C S C S C S C S C S C S C S C S C S C



  
   

  


 3 5

15

,S C

  
 
  

 Thus, the maximal affinity relation is: 

           1 1 2 2 3 3 4 3 4 5 3 4

1 0.9 0.8 0.7 0.7 0.55
, , , , ,

, , , , , ,S C S C S C S C S C S C

  
 
    

The maximal affinity relation gives important 

information about the prioritization of the corrective 

actions as follow: 

- 1st corrective action is to change the component C1 in 

order to not affect the operation of the subsystem S1; 

- 2nd corrective action is to change the component C2 in 

order to not affect the operation of the subsystem S2; 

- 3rd corrective action is to change the component C3 in 

order to not affect the operation of subsystems S3 and S4; 

- 4th corrective action is to change the component C5 in 

order to not affect the operation of the subsystem S4; 

- 5th corrective actions is to change the component C4 in 

order to not affect the operation of the subsystem S1; 

But this method does not offer information about the 

predicted time to do these corrective actions. 

Consequently, other methods must be used for this 

purpose [25, 26, 27, 28]. 
 

 

 0.7   
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0.8   

 
0.9   

 

 
1.0   

 

Figure 7. Some -cuts in the FTN shown in Figure 3 

 

V. CONCLUSIONS 

The use of the energy station with management and 

diagnosis technology included gives the possibility of 

control and remote monitoring, but the diagnosis and 

repair as well. 

This helps to achieve predictive maintenance actions 

by rapid diagnosis of defects in-site without expensive 

trips to remedy the defect at the place of operation. 

Furthermore, some experiments must be performed in 

order to validate these rules related to monitoring of 

voltage and current supplied by the power equipment.  

Thus, new ways are identified in this paper to increase 

the reliability of the power station. For example, the 

experiments performed shown that the implementation of 

the circuit to monitor the fan speed can significantly 

reduce the number of accidental stops.  

Other solution to reduce the number accidental stops 

is to use the protective circuit for filtering capacitors used 

in the rectifier avoiding overvoltage and overcurrent due 

to variable load demand.  

Using of the Fishbone and the Pareto analysis we can 

easily identify which are the main causes that can lead to 

defects in the equipment. In case shown in this paper, the 

rectifier is the main problem in the electronic equipment 

(power station), followed by the controller. 

Estimation of the RPN based on all the records give 

information about the vital components in electronic 

equipment that should be treated priority.  

The achievement the predictive maintenance it is the 

key to keep of the electronic equipment in operating 

mode at the full capacity. In this paper is proposed the 

Predictive Maintenance Prioritization (PMP) method 

based on fuzzy graphs.  

The affinity relation between the subsystems and 

components which may fail is obtained using - cuts in 

fuzzy graph defined for the whole system. The experts, 

estimate the risk’ level to fail the whole system due to 

deterioration of one component considering different 

levels of risk. 

The maximum flow value in Fuzzy Transportation 

Network (FTN) gives the maximal risk affinity for the 

system. The -cuts in the FTN will give the full risk 

affinity between the subsystems and components. The 

maximal affinity relation gives important information 

about the prioritization of the corrective actions. The 

modeling is briefly shown and the proposed PMP method 

was demonstrated with a significant case study. 
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