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Abstract- Databases are an important and impartible part 

of any organization in the modern era of information 

technology. Moreover, relational databases which are 

using for storing, retrieving and analyzing data are facing 

quick access to data when the amount of data is 

increasing. On the other hand, in theoretical physics field, 

wormholes are portals in space and time that are creating 

shortcut between two points which are far away from 

each others in one universe or two points from two 

different universes. In this paper, for having quick access 

to data, we aggregate the multi-layer graph model with 

relational model. Then, we use wormhole theory for 

creating shortcut between different nodes, e.g., far and 

near nodes. In order to prove the correctness of our 

method, we are applied K-Nearest Neighbors (KNN) 

algorithm for finding the shortcut between nodes. So that, 

for the purpose method of this paper, cosine distance 

gives best result among other functions. 

 

Keywords: Relational Data Base, Wormhole, Shortcut, 

K-Nearest Neighbors. 

 

1. INTRODUCTION                                                                         

Relational data base is designed and implemented 

based on relational model concepts [1-3]. Quick access is 

the major problems of this kind of data bases when the 

amounts of data are increasing. 

In the world of information and communication 

technology, wormhole attacks are occurred on wireless 

networks [4-5]. This type of attack is carried out by 

malicious nodes that create a shortcut between two nodes 

that change the path from source to destination. So that, 

data packets will be received by the far node. 

Wormhole is based on General Relativity (GR) is 

used for creating shortcut to connect the distinct 

universes or distant regions in one universe [6-7], as 

shown in Figure 1. 

On the other hand, data mining in brief is the study of 

collection, cleaning, processing, analyzing and converting 

raw data into useful information [8]. In the modern 

science research, data mining is a terminology for 

generating some forms of data either for diagnostic or 

analysis purposes that are encountered in real 

applications. Classification is a very important step in 

mining science: It is collection and separation of the same 

and different objects or entities [8-9]. 

 

 

 

 

 

 

 
Figure 1. The geometric shape of standard wormhole. (a) connect two 

different universes (b) connect parallel universe [6] 

 

The fast access to data in relational data base, seeks to 

answer following questions: 

• How to reduce unnecessary surveying between nodes. 

• How to prevent redundancy. 

For this aim, the multi-layer graph model with 

relational model is aggregated. Then, the shortcuts 

between nodes are created. 

The sequence of presentation of the paper is organized 

in the following manner: In Section 2 preliminaries about 

the structure of the exploited tables are presented. Related 

works are summarized in Section 3, while Section 4. 

provides creation of shortcuts in relational data base. The 

evaluation is illustrated in Section 5. Finally, the paper is 

concluded in Section 6. 

 

2. PRELIMINARIES 

As shown in Figure 2, the main components of the 

tables which are used in this paper are Parent-ID, 

Category-ID and Path. So that, Parent-ID of each record 

indicatives each node has been created by which parent 

and the value of this field is unique. Thus, in this way, the 

children of parents are found with respect to Parent-ID. 

Moreover, the value of this filed in the first record, due to 

its root property is exclusively zero. Since each parent 

can have several children, thus it can be repeated based 

on the number of children. 

Category-ID indicatives the node number. In order to 

distinguish the nodes from each other, there is a need to 

assign unique number to each node. For this aim, 

Category-ID is chosen as sequential incremental type. 

Thus, in the case of parent's children are created 

sequential, the value of Category-ID of them are 
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sequential or close to each other. Otherwise, the value of 

Category-ID is different when the parent's children are 

created at different period of time. 

Path-ID, determines the node's type. The node is real, 

if the value of Category-ID is equal to Path-ID, otherwise 

that node is shortcut and it is defined as outlier data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 2. The structure of tables 

 

3. RELATED WORKS 

Classification is very important step of data mining 

science. There are several classification algorithms. Some 

of them are applied as follows:   

The KNN classifier is one of the popular data mining 

method based on closest training example in the feature 

space [10-13]. Guha et al. [14] used clustering based on 

hierarchy in order to construct the hierarchical 

relationship among data. Shen et al. [15] described 

DBSACN algorithm for real-time image superpixel 

segmentation. Barati et al. [16] applied Fuzzy approach to  

detect Faulty reading to improve the decision-making 

algorithm. Wan et al. [17] introduced Neural-network 

classifier while Pernkopf et al. [18] described Bayesian 

network classifiers for optimization problem. 

 

4. CREATING THE SHORTCUT IN HIERARCHY 

MODEL 

In order to prove the correctness of proposed method, 

the KNN algorithm is performed by RapidMiner [10-13].  

For this aim, a hierarchical structure is created in the 

relational model. Each record in the data base tables is 

considered as a vertex. So that, each vertex is included 

three fundamental dimensions such as: Parent-ID, 

Category-ID and Path. In the formation of the node, 

Parent-ID, Category-ID and Path are equally important. 

Although, the nodes in our design have two modes, either 

real or shortcut. Since, the values of the fields may 

change by normalizing the value of the Parent-ID, thus, 

the rule for determining the shortcut will be violated. For 

solving this problem, we consider the table as a two-layer 

graph such as core and shell layer (Figure 3). 

Suppose V be set of Vertexes, RV be Real Vertex, SV 

be Shortcut Vertex, ES be the Edge of Shortcut, ESh be 

set of Edges of the Shell layer and ECo be set of Edges of 

the Core layer. So that, the union of two ESh and ECo 

sets represents the total set of edges. In the shell layer 

when there is self-loop, that vertex is RV. This means, the 

value of Category-ID and Path are equal. Otherwise, that 

vertex is SV. In this paper, SV is used for creating 

shortcut between near or far vertex. In fact, SV and ES 

plays the role of a transmitter to VR. Since all the fields 

have the same type, so normalization is not needed in 

applying the KNN algorithm. Moreover, the values of 

Category-ID and Path will keep and the shortcut for quick 

access to data will determine. 

 

 

 

 

 

 

 

 

 

 
 

Figure 3. Illustration of core and shell layer 

 

4.1. Calcification with KNN Algorithm 

KNN is a machine learning algorithm which is used 

widely for both pattern recognition and classification 

applications [10-13]. The key component of this well-

known non-parametric approach is calculating 

distance/similarity between the test samples and all 

training ones. 

As shown in Figure 4, filled squares and empty circles 

are used as two classes of data [19]. The test data       

point will be classified as empty classes, in the case of 

applying 1-nearest neighbors. Otherwise, it will be 

classified as filled squares in the case of applying 3-

nearest neighbors. Although, the class cannot be decided 

in the case of 2-nearest neighbors. 

 

 

 

 

 

 

 

 

 

 
Figure 4. An example of KNN classification [19] 

 

The main steps of KNN are: 

- Step 1: Choose the number of nearest region (k). 

- Step 2: Compute the distance/similarity between all 

training records and new objects. 

- Step 3: Sort the data based on distances/similarity value 

in ascending order. 
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- Step 4: Estimate data by using these k distances. 

- Step 5: Find in the k training records nearest to the 

object which are occurring most frequently. 

The common used distance and similarity functions 

such as Euclidean distance, cosine similarity, cosine 

distance are defined as follows [9]: 

2 2Euclidean Distance ( ) ( )i j i jx x y y= − + −  (1)                          

1
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where, xi and yi stand for the component of two records, 

respectively. 

 

5. EVALUATION 

In order to determine the performance parameters for 

analysis, the confusion matrix [20-22] that is illustrated in 

Table 1 is applied. So that, True Positive (TP) is the 

number of candidates of class that are already shortcut 

vertexes, and also begin classified as shortcut vertexes. 

The True Negative (TN) is the number of candidates 

which are real vertexes and also being classified as real 

vertexes. However, False Negative (FN) is the number of 

actual shortcut vertex candidates that are incorrectly 

begin classified as real vertexes. The False Positive (FP) 

is the numbers of real vertexes that are incorrectly begin 

classified as shortcut vertexes. 

 
Table 1. Confusion matrix 

 

 Recommended 

Item by 
the System 

Item not 

Recommended 
by the System 

Expected Item TP FN 

Not an Expected Item FP TN 

 

Accuracy, precision, recall, Fisher score (F-score) and 

specificity is calculated in order to evaluate the proposed 

method by Equations (4), (5), (6), (7) and 8, respectively 

[20-22]: 

Accuracy
TP TN

TP TN FP FN

+
=

+ + +
  (4)        

Precision
TP

TP FP
=

+
   (5)      

Recall
TP

TP FN
=

+
   (6) 

Specificity
TN

TN FP
=

+
    (7)   

2
F-score

2

TP

TP FP FN
=

+ +
  (8) 

Figures 5-9 depict the value of the accuracy, 

precision, recall, specificity and F-score that are 

calculated with 47, 60 and 77 outlier numbers. 

 

 
 

Figure 5. Accuracy measures with different distance and similarity 
functions 

 

 
 

Figure 6. Precision measures with different distance and similarity 

functions 
 

 
 

Figure 7. Recall measures with different distance and similarity 

functions 

 

 
 

Figure 8. Specificity measures with different distance & similarity functions 
 

 
 

Figure 9. F-Score measures with different distance and similarity functions 
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6. CONCLUSIONS 

Nowadays, relational data bases by increasing data are 

facing the problem of quick access to data. For this aim, 

we have created a hierarchical model in relational data 

base. So that, by applying wormhole approach the 

distances between nodes are reduced and the problem of 

redundancy in this model is solved. So that, there isn't 

any need to add similar nodes to the hierarchy, when the 

node is created in one branch and there is a need for that 

node in other branches, but it will create shortcut to that 

branch that node is there. The shortcut nodes have the 

address of the main node and referred to real node. For 

this aim, in order to proof the correctness of the proposed 

method of this paper K-Nearest Neighbors (KNN) is 

applied. Then, different distances and similarity functions 

was compared by calculating accuracy, precision, recall, 

specificity and F-score with different outlier numbers. 

The result shows the cosine distance is best function for 

proposed method of this paper. 
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