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Abstract- The recent developments in the field of deep 

learning have enabled the efficient diagnosis of medical 

imaging for determining a broad set of diseases. To reduce 

the spread and impact of the pandemic (COVID virus), 

machine learning techniques can be used to diagnose and 

predict the disease using chest X-ray images. In this 

research, we present an approach using Siamese 

Convolutional Neural Network (SCNN) to classify chest 

x-ray images into four classes, namely pandemic, Severe-

COVID, Pneumonia and Normal. We present a 

comparative study between the performance of our 

Siamese network and other pre-trained CNN architectures 

i.e. VGG-16 and ResNet50 in this research. The model 

performance is tested by merging two publicly available 

datasets: COVID-Chest-Xray dataset and Chest X-Ray 

Images (Pneumonia). We achieved an accuracy of 98% on 

Siamese ResNet50 which gives the best performance in 

contrast to 95% on VGG-16, 93% on ResNet50 and 96% 

on Siamese VGG-16.   

 

Keywords: Convolutional Neural Network, Siamese 

Convolutional Neural Network, Chest X-Ray, Pandemic, 

Corona Virus Disease 2019, Pneumonia. 

 

1. INTRODUCTION                                                                         

The coronavirus COVID-19 pandemic is the defining 

global health crisis of present time and is the greatest 

challenge being faced by the world since World War Two. 

At present, there are 17,43,94,212 confirmed cases of 

COVID-19 worldwide with 37,52,693 deaths as reported 

to WHO [1]. The outbreak was declared as Public Health 

Emergency of International Concern (PHEIC) by the 

World Health Organization (WHO) on January 30, 2020 

[2]. 

Most of the symptoms of COVID-19 resemble that of 

the common flu, hence, it becomes challenging to make a 

clinical decision [3]. The Real-Time RT-PCR (Reverse 

Transcriptase Polymerase Chain Reaction) test is suitable 

to detect the COVID-19 virus, but this test produces high 

false-negative cases [4]. Moreover, deploying such a test 

on a large scale is very expensive, especially for 

developing countries like India. The solution to this 

problem involves using medical imaging techniques 

including radiography and tomography. Image processing, 

artificial intelligence and deep learning algorithms can 

play a pivotal role to assist medical professionals in 

making more accurate decisions in lesser time [5, 6]. 

Convolutional Neural Networks (CNN) has gained 

much popularity due to their ability to solve computer 

vision problems in a variety of fields ranging from 

military, education, robotics and medical imaging [7]. 

One such variant of CNN is a Siamese CNN (SCNN) 

[8]. This neural network architecture takes two images as 

inputs and computes a similarity score for the pair. This 

type of network has previously been used for tasks like 

object tracking, facial recognition etc. and yields good 

results in these tasks [9]. 

In this research, we present an approach to distinguish 

between both the diseases using X-ray images. We use an 

SCNN to classify the input images into four classes, 

namely COVID, Severe-COVID, Pneumonia and Normal, 

by comparing similarities between a randomly picked pair 

of images from different classes. The separately 

introduced Severe-COVID class helps to identify patients 

which are suffering from other respiratory diseases in 

addition to COVID-19 and might require immediate 

medical attention. 

We provide a comparative study for the performance 

of two CNN architectures i.e., VGG-16 [10] and ResNet50 

[11]. We further use these CNN architectures as backbone 

networks of Siamese CNN architecture and present the 

improvement in performance for the task. The decent 

accuracy and differentiating ability of Siamese CNN 

model also enables us to detect newly discovered diseases 

and classify them using fewer image samples. 

 

2. RELATED WORK 

Chest X-ray and computed tomography are one of the 

most used diagnosing and monitoring technique for 

diseases affecting the lungs or nearby structures the chest. 

A survey by Litjens et al. [12] shows how Artificial 

Intelligence techniques, especially deep learning, have 
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permeated the entire field of medical image analysis over 

the last decade.  Several studies [13], [14], [15] suggest 

that the medical community can rely on x-rays COVID 

testing and monitoring the severity of the infection. 

In the current COVID-19 pandemic, many studies have 

shown that deep learning applications can be used as a 

faster and efficient alternative for diagnosing the virus 

through x-rays and CT images [16], [17]. 

There are several studies which separate COVID-19 

patients from non-COVID-19 cases. Chen et al. [18] use 

CT scan images from 51 COVID-19 patients and 55 other 

patients. They developed a segmentation model with 

UNet++ [19] architecture. They classified the patients 

using segmented lesions and obtained an accuracy of 

95.2%. Jin et al., [20] also developed a similar model with 

UNet++ for segmentation combined with ResNet50 for 

classification on a much larger dataset and achieved a 

sensitivity of 97.4% and specificity of 92.2%. 

Several studies use transfer learning technique for 

training state-of-the-art image classification models pre-

trained on ImageNet for COVID-19 detection.  

Most of these techniques either have limited data or 

imbalanced dataset due to lesser number of organized, 

labelled COVID-19 patient radiographs. To address this 

problem, some of the researchers have made use of 

Siamese networks for training and testing with a limited 

dataset.  

 

3. METHODOLOGY 

3.1. Data Description 

Chest X-Ray Images (Pneumonia) dataset contains 

5863 chest x-ray (CXR) images from patients at 

Guangzhou Women and Children's Medical Center, 

publicly available on Kaggle. Diagnoses of all CXR 

images have been reviewed by two radiologists. The 

images for two classes i.e., Pneumonia and Normal CXR 

were taken from this dataset for our dataset. 

COVID-Chest-Xray is an open dataset publicly 

available on GitHub containing a total of 542 chest x-ray 

(CXR) and CT images of patients who are positive or 

suspected of COVID-19 or other viral pneumonia. The 

metadata.csv contains 759 rows; each row has information 

regarding an image.  

The columns of the CSV uniquely identify an image 

with patient-id, sex, findings, offset, view of the x-ray etc. 

We split the data into two parts COVID and Severe-

COVID using this metadata.csv. 

The final dataset used for this research by merging the 

above two dataset comprises of four classes: COVID, 

Normal, Pneumonia and Severe-COVID. The class wise 

split of the images in the dataset is mentioned in Table 1.  
 

Table 1. Dataset split statistics 
 

Class Training Testing 

Normal 149 350 

Pneumonia 150 350 

COVID 130 304 

Severe COVID 3 8 

 

To test the performances of our models, we merged two 

datasets: Chest X-Ray Images (Pneumonia) and COVID-

Chest-Xray. 

The images consist of CXR from various angles such 

as frontal view, axial view, flipped frontal view. The data 

was pre-processed to restore only the frontal view images 

that were reshaped to a size of 1001003 pixels. 
 

3.2. Model Description 

 

3.2.1. Siamese Network 

The Siamese CNN [8] described in Figure 1 is used in 

this research. The network takes two images of CXR as 

input to two parallel CNNs to generate a fixed-length 

feature vector for each input image, as shown by V(x1) and 

V(x2). The twin convolution networks share the same 

weights; thus, they produce similar feature vectors for 

images belonging to the same class and two different 

feature vectors for images belonging to different classes. 

Hence, a layer is added to calculate the element-wise 

absolute difference between the two feature vectors, and 

then a similarity score between 0 and 1 is generated by the 

output sigmoid layer. 
 

3.2.2. Convolution Neural Network 

Two CNN architectures that are trained to encode the 

images are VGG16 [10] and Residual Networks (ResNet) 

[11] which were originally designed for the ImageNet 

challenge. 

 
 

Figure 1. Siamese Convolutional Neural Network (SCNN) 
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VGG stands for Visual Geometry Group. The VGG-16 

architecture consists of 16 layers of blocks of 2D 

Convolution and Max Pooling layers as depicted in Figure 

3.  Although, it performs well on the ImageNet challenge 

and other classification tasks, we found that the network 

was hard to train and as number of pairs increased network 

started overfitting and performed poorly on larger batches. 

The ResNet-50 architecture which was also used for 

the CNN units of the Siamese Network distinguished itself 

from the VGG because of the addition of Batch 

Normalization and periodic identity shortcut connections 

that reduces the problem of overfitting and vanishing 

gradients. The 50 layered architecture was described in 

[11] and depicted in Figure 2. The top layer was removed 

that is used for classification to get desired feature vector. 

The Siamese network requires a pair of images for 

input, so a generator method was used to generate batches 

of pairs of random x-ray images from the dataset for 

training, validation and testing. Table 2 shows the example 

of pairs that are to fed into the network. 

 
Table 2. Pairs and their respective labels 

 

Image 1 Image 2 Label 

COVID Normal 0 

COVID Severe COVID 0 

COVID Pneumonia 0 

Severe COVID Pneumonia 0 

Severe COVID Normal 0 

Pneumonia Normal 0 

COVID COVID 1 

Normal Normal 1 

Pneumonia Pneumonia 1 

Severe COVID Severe COVID 1 

 

Label 1 denotes a positive pair, i.e., the pair contains 

images from the same class while label 0 denotes negative 

pair, i.e., the images are from different classes. The 

generator also ensures that each batch contains an equal 

number of positive and negative pairs. 

 

3.3. Training 

In general, it is rare for people to train the entire 

Convolutional Network from scratch as it is extremely 

difficult to have a large enough dataset. A much more 

common practice is to use a CNN that is trained on a very 

large dataset and then use this pre-trained CNN to extract 

features for the task. Hence, in order to reduce the training 

time and to get better performance, we used weights from 

pre-trained VGG-16 and ResNet50 models. ImageNet 

dataset offers a broad spectrum of objects that are not fit 

for this research. Thus, the models were not directly 

trained on the ImageNet dataset weights, rather we fine-

tuned the models using our CXR dataset. 

We used VGG-16 and ResNet50 models and added a 

multilayer perceptron at the end to create a simple image 

classifier with two dense layers for the four classes used in 

this research. To further train the twin CNN architecture 

for our Siamese network, we loaded it with pre-trained 

weights from the above process.  

We used the Siamese network with both VGG-16 and 
ResNet50 models as the backbone network and found that 
these weights not only produced better results but also 
helped in faster training of the Siamese network (Figure 3). 
 

 
(a) 

 

 
(b) 

 

Figure 2. (a) Overview of a single ResNet unit, (b) Skip connections in 

the ResNet architecture [22] 

 

3.4. Testing 
For the testing process, we used the N-way one-shot 

learning validation process. In each task of N-way 
evaluation, the method first randomly chooses a test image 
x from the test dataset, and then randomly selects N 
different images from different classes in the dataset to 
form the support set X = {xc} with c = 1 to N, where one of 
the images is from the same class as the test image. The 
method then calculates the similarity score for the pair of 
the test image and each of the image in the support set, then 
predict the positive pair or the correct prediction using: 

arg max( )C preds=  (1) 

where, preds is the list of predictions for N pairs and C is 

the position of the correct pair. 

Now, this process is repeated for K number of trials and 

for P correct predictions, the accuracy of the model can be 

calculated by the formula: 

100
P

Accuracy
K

 
=  
 

 (2) 

 

4. EVALUATION METRICS AND RESULTS 

We evaluated the Siamese VGG and Siamese ResNet 

models using N-way One-shot Evaluation, which is the 

best evaluation approach for these models for 

classification task. Therefore, we conducted 4-way one-

shot evaluation, in which, for each image in the testing 

dataset, we paired it with an image from each class in the 

training set. From this batch of 4-pairs, we generated the 

similarity score for each pair. The pair with the highest 

similarity score is the predicted class for the test image. 
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Figure 3. VGG architecture [21] 

 

Along with these Siamese models, we also compared 

the performance of the pre-trained state-of-the-art CNN 

models i.e., VGG-16 and ResNet50 classifiers using the 

same dataset. Figure 4 depicts the graphs showing 

accuracy and loss of all the models. Table 3 shows the 

performance comparisons of the four models using the 

classification results. 

Tables 4 and 5 show the performance of the four 

models for each of the four classes including Normal, 

Pneumonia, COVID, and Severe COVID. The 

performance comparisons clearly show that the Siamese 

network performs much better than the state-of-the-art 

models, and Siamese ResNet50 gives the best result with 

an accuracy of 98%. 

 

5. CONCLUSION AND FUTURE SCOPE 

This research focuses on using chest X-ray images to 

classify them into four classes: COVID, Pneumonia, 

Severe-COVID and Normal. The classification is 

performed using a Siamese Convolutional Neural Network 

architecture. The performance of Siamese CNNs is 

compared against two pre-trained conventional CNN 

architectures viz. the VGG-16 and ResNet50 models.  

These architectures are used as the backbone models 

for the parallel CNNs of the Siamese network. We evaluate 

the performance of the four models on our dataset created 

by merging two publicly available datasets. An N-way 

one-shot evaluation criteria is used to validate the 

performance of the Siamese networks and finally all the 

models are compared against their precision, recall and 

accuracy.  

Siamese ResNet50 gives an accuracy of 98% which is 

the best performance in contrast to 95% on VGG-16 

model, 93% on ResNet50 model and 96% on Siamese 

VGG-16 model. This work can further be extended to 

testing the model to quantitatively determine the severity 

of COVID lung disease as it will help to treat the critical 

patients appropriately. 

 
Table 3. Classification results 

 

Model Accuracy Precision Recall 

VGG-16 Classifier 0.95 0.95 0.95 

ResNet50 Classifier 0.93 0.97 0.96 

Siamese VGG-16 0.96 0.96 0.96 

Siamese ResNet50 0.98 0.98 0.98 

 

 
Table 4. Classification report of all models 

 

Model Label Precision Recall F1 - score Support 

VGG-16 

Pneumonia 1.00 0.89 0.094 165 

Severe_COVID 0.00 0.00 0.00 4 

COVID19 0.89 1.00 0.94 144 

Normal 0.97 1.00 0.99 165 

ResNet50 

Pneumonia 0.97 0.83 0.90 165 

Severe_COVID 0.00 0.00 0.00 4 

COVID19 0.76 0.99 0.86 144 

Normal 0.98 0.90 0.94 165 

Siamese VGG16 

Pneumonia 0.93 0.97 0.95 350 

Severe_COVID 0.55 0.75 0.63 8 

COVID19 0.96 0.99 0.98 304 

Normal 1.00 0.92 0.96 350 

Siamese ResNet50 

Pneumonia 0.96 1.00 0.98 350 

Severe_COVID 0.57 1.00 0.73 8 

COVID19 0.99 0.98 0.99 304 

Normal 1.00 0.96 0.98 350 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 

Figure 4. Training and validation loss: (a, b) VGG-16 model, (c, d) Siamese VGG-16 model, (e, f) ResNet50 model (g, h) Siamese ResNet50 model  
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Table 5. Confusion matrix of all model 
 

Model Label Pneumonia Severe_COVID COVID19 Normal 

VGG-16 

Pneumonia 147 0 13 5 

Severe_COVID 0 0 4 0 

COVID19 0 0 144 0 

Normal 0 0 0 165 

ResNet50 

Pneumonia 140 0 24 2 

Severe_COVID 0 0 4 0 

COVID19 3 3 138 0 

Normal 2 0 12 151 

Siamese VGG16 

Pneumonia 341 2 7 0 

Severe_COVID 0 6 2 0 

COVID19 0 3 301 0 

Normal 25 0 2 323 

Siamese ResNet50 

Pneumonia 350 0 0 0 

Severe_COVID 0 8 0 0 

COVID19 1 6 297 0 

Normal 13 0 2 335 
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